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Abstract
The cosmopolitan coccolithophore Emiliania huxleyi is a unicellular eukaryotic alga that forms vast blooms in the oceans
impacting large biogeochemical cycles. These blooms are often terminated due to infection by the large dsDNA virus, E.
huxleyi virus (EhV). It was recently established that EhV-induced modulation of E. huxleyi metabolism is a key factor for
optimal viral infection cycle. Despite the huge ecological importance of this host–virus interaction, the ability to assess its
spatial and temporal dynamics and its possible impact on nutrient fluxes is limited by current approaches that focus on
quantification of viral abundance and biodiversity. Here, we applied a host and virus gene expression analysis as a sensitive
tool to quantify the dynamics of this interaction during a natural E. huxleyi bloom in the North Atlantic. We used viral gene
expression profiling as an index for the level of active infection and showed that the latter correlated with water column
depth. Intriguingly, this suggests a possible sinking mechanism for removing infected cells as aggregates from the E. huxleyi
population in the surface layer into deeper waters. Viral infection was also highly correlated with induction of host metabolic
genes involved in host life cycle, sphingolipid, and antioxidant metabolism, providing evidence for modulation of host
metabolism under natural conditions. The ability to track and quantify defined phases of infection by monitoring co-
expression of viral and host genes, coupled with advance omics approaches, will enable a deeper understanding of the
impact that viruses have on the environment.

Introduction

Marine viruses are considered to be major ecological,
evolutionary, and biogeochemical drivers in the marine
environment, responsible for nutrient recycling and
determining species composition within microbial food
webs [1–4]. Recent investigations into the molecular
mechanisms that mediate host–virus interactions revealed
that viruses rewire their host metabolic network during
infection, generating a unique metabolic state (the “virocell”
[5]) that supports their high metabolic requirements during
active infection [6]. This phase of the viral infection cycle
drives host–virus co-evolution and is considered to have a
large effect on biogeochemical cycles [7–9].

The cosmopolitan coccolithophore Emiliania huxleyi is a
unicellular eukaryotic alga that forms vast oceanic blooms
[10–13]. Its intricate calcite exoskeleton accounts for ~1/3
of the total marine CaCO3 production [14–16]. Further-
more, E. huxleyi is also a key producer of dimethyl sulfide,
a bioactive gas with a significant climate-regulating role that
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enhances cloud formation [17, 18]. Therefore, biotic inter-
actions that regulate the fate of these blooms play a pro-
found role in determining carbon and sulfur flow in the
ocean.

Infection by E. huxleyi viruses (EhV) has been estab-
lished as an important mortality factor and a major cause of

E. huxleyi bloom demise [19–22]. High-throughput gene
expression profiling during infection, using controlled
laboratory cultures of E. huxleyi infected by EhV strains,
enabled to associate expression of viral genes to different
phases of infection [23–25]. In addition, viral infection led
to rapid remodeling of the host transcriptome and resulted in
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Fig. 1 Tracking an E. huxleyi bloom in the North Atlantic a Sampling
stations in the North Atlantic (black dots) obtained during NAVICE
cruise (June–July 2012). b Sampling stations within an eddy (black
dots). Stations that were included in the data analysis are within the red
rectangle. A cross section through the eddy is represented by a red
dashed line. Satellite imagery (MODIS aqua) of c Particulate inorganic

carbon (PIC, mgm−3) and d chlorophyll (Chl, mg m−3) used as
proxies for a coccolithophore bloom. Dots in c and d represent sam-
pling locations in the core (blue) or periphery (red) of the eddy,
determined by the clustering of water temperature profiles at the sta-
tions (Supplementary Fig. S1a)

U. Sheyn et al.



rewiring of metabolic pathways encoding antioxidant net-
works, de novo fatty acid and sphingolipid biosynthesis, and
membrane recycling via autophagy machinery [24, 26–29].
Quantification of such metabolic products can serve as novel
biomarkers to detect viral infection in natural E. huxleyi
populations. Recent studies successfully utilized a unique
virus-derived glycosphingolipid to detect E. huxleyi–EhV
interactions in the lab, mesocosm and natural communities in
the North Atlantic [22, 30, 31].

The current understanding on the impact of viruses on
the marine environment is mainly derived from “virus-
centric” approaches which are based on assessment of
abundance and diversity of viral particles (i.e., virions).
These approaches are focus on quantification of virions
or~viral DNA using microscopy, flow cytometry, qPCR
[20, 32–35], or by applying advanced ecogenomics
approaches [36–38]. While these approaches allow quanti-
fication of viral DNA during the infection process, they
cannot directly detect active viral infection in the form of
virocells. Consequently we still lack quantitative tools to
measure the direct impact of viral infection on its micro and
macro-environment. Here we show that assessment of host
and virus co-expressed genes can increase our resolution of
in situ detection and tracking of the virocell dynamics
during viral infection of E. huxleyi blooms in the ocean.

Materials and methods

Satellite images

Surface chlorophyll (Chl) and particulate inorganic carbon
(PIC) data are derived products from radiances measured by
the Moderate resolution imaging spectroradiometer
(MODIS) aboard the Aqua satellite. The spatial and tem-
poral resolutions are 1 km and 1 day. Level 2 MODIS data
were downloaded from Ocean Color Web (http://oceanco-
lor.gsfc.nasa.gov/), and mapped using the SeaDAS soft-
ware. Station locations were clustered as core or periphery
(blue and red dots in Fig. 1c, d) according to the clustering
of water temperature profiles (Supplementary Fig. S1a).

Environmental sampling and biomass collection

In situ measurements were taken during the North Atlantic
Virus Infection of Coccolithophore Expedition (NAVICE;
KN207-03, http://www.bco-dmo.org/dataset-deployment/
455468), aboard the R/V Knorr (www.bco-dmo.org/project/
2136). Water samples collection within the eddy
(61.5–61.87°N/33.5–34.1°W) began on 30 June and con-
tinued for 6 days while drifting over the same water mass.
The area was sampled again between 7 and 10 July. Sam-
ples were obtained from 5-6 depths using a Sea-Bird SBE

911plus CTD carrying 10 L Niskin bottles. Biomass from 1
to 2 L of seawater was collected on 0.8 μm polycarbonate
filters (Millipore), flash-frozen in liquid nitrogen, and stored
at −80 °C until further processing. In addition, biomass
from 250 mL of laboratory samples of uninfected E. huxleyi
cultures and 48 h post infection were collected on 1.0 μm
polycarbonate filters (Millipore) flash-frozen in liquid
nitrogen, and stored at −80 °C until further processing.

Enumeration of phytoplankton populations
abundances by flow cytometry

Flow cytometry analyses were performed on an Eclipse iCyt
flowcytometer (Sony Biotechnology Inc., Champaign, IL,
USA) equipped with 405 and 488 nm solid-state air cooled
lasers, and with standard optic filter set-up. Calcifying cells
were identified by plotting the chlorophyll fluorescence
(663–737 nm, Chl) against light side scattering (SS) and
were quantified by counting the high-chlorophyll high SS
events in addition to nano-eukaryotes (Neuks), pico-
eukaryotes and Cyanobacteria (Peuks+ Cyano, gated
together) and phycoerythrin-rich Synechococcus (PE-rich
Synechococcus; Supplementary Fig. S2).

Quantification of E. huxleyi and biomass-associated
EhV by quantitative PCR (qPCR)

We quantify viral DNA copy number and estimated relative
abundance of E. huxleyi DNA derived from biomass col-
lected on 0.8 μm polycarbonate filters (Millipore) as indi-
cated above. Genomic DNA was extracted using an adapted
phenol–chloroform method previously described by
Schroeder et al. [39]. Filters were cut into small, easily
dissolved pieces and placed in a 2 mL tube. Following
addition of 800 μL of GTE buffer (50 mM glucose, 25 mM
Tris-HCl (pH 8.0), and 10 mM EDTA), 10 μg mL−1 pro-
teinase K, and 100 μL of 0.5M filter-sterilized EDTA,
samples were incubated at 65 °C for 1–2 h. An aliquot of
200 μL of a 10% stock solution of SDS was then added and
DNA was then purified by phenol extraction and ethanol
precipitation. Sample were then diluted 1:10 with DDW and
cleaned using AMPure XP beads (Beckman Coulter) as
described by the manufacturer using 1:1.8 sample to beads
volumetric ratio. For all reactions Platinum SYBR Green
qPCR SuperMix-UDG with ROX (Invitrogen) was used as
described by the manufacturer. Reactions were performed
on StepOnePlus real-time PCR System (Applied Biosys-
tems) as follows: 50 °C for 2 min, 95 °C for 2 min, 40
cycles of 95 °C for 15 s, 60 °C for 30 s.

E. huxleyi DNA relative abundance was estimated using
qPCR with primers designed to target E. huxleyi cytochrome
c oxidase subunit 3 (cox3) gene: Eh-COX3 F1: 5′-tccta-
cacttggatatttag-3′, Eh-COX3 R1: 5′-tcgcatttttggtttggaagacc-3′
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[40]. Biomass-associated EhV DNA was quantified using
primers against the Major Capsid Protein (mcp) gene,
mcp1F: 5′-acgcaccctcaatgtatggaagg-3′ and mcp90Rv: 5′-
agccaactcagcagtcgttc-3′. All reactions were carried out in
triplicates. Results were calibrated against serial dilutions of
EhV201 DNA at known concentrations.

RNA isolation, RT-PCR, and high-throughput qPCR
gene expression evaluation of host and viral genes

RNA from biomass of environmental and laboratory sam-
ples was isolated with the RNeasy Plant Mini kit (Qiagen)
according to manufacturer’s instructions, followed by
DNAse treatment with Turbo DNAse (Ambion). RNA and
DNA concentrations were measured using QUBIT Fluo-
rometer with high sensitivity RNA and dsDNA detection
kits (Life Technologies) in order to quantify residual DNA
level in RNA extractions after DNAse treatment (Supple-
mentary Table S1). RNA was reverse transcribed to cDNA
with the ThermoScript RT-PCR system (Invitrogen). The
same procedure was conducted, for specific samples with
high DNA concentration, without RT enzyme to control for
DNA contamination. To assess the efficiency of RT reac-
tions, an External RNA Controls Consortium (ERCC) RNA
Spike In-Mix (Ambion) was introduced into the reaction
buffer and compared for its level of amplification between
samples (e.g., Et level; Supplementary Fig. S3 and Sup-
plementary Table S1) by means of qPCR. StepOnePlus real-
time PCR System (Applied Biosystems) was used as fol-
lows: 50 °C for 2 min, 95 °C for 2 min, 40 cycles of 95 °C
for 15 s, 60 °C for 30 s. qPCR reaction was targeted for the
most abundant RNA molecule in the spike mix (ERCC-
00074), using the primer pair: F: 5′-
CTTCCCATCTTCTTTGAGAGTTGTT-3′ R: 5′-
GCCTTATGTGATAGATGCCTCTTTAA-3′. For all
reactions Platinum SYBR Green qPCR SuperMix-UDG
with ROX (Invitrogen) was used as described by the man-
ufacturer. Data was analyzed using StepOnePlus Software
(Applied Biosystems).

The BioMark HD system was used for high-throughput
qPCR using standard fast cycling conditions and melt-curve
analysis, generating an amplification curve for each gene of
interest (Supplementary Table S3) in each sample, follow-
ing the manufacturer's instructions (Fluidigm). Primers for
qPCR amplification were either used as described in pre-
vious work or designed using Primer Express software
(Applied Biosystems, Supplementary Table S3). Reactions
were performed in duplicates for each sample and analyzed
using Real-time PCR Analysis software (Fluidugm). Primer
efficiency was calculated according to reaction dynamics
using the Real-time PCR Miner algorithm (http://ewindup.
info/miner/, [41], Supplementary Table S3). Cycle thresh-
old (Ct) values for each reaction which correspond to the

logarithm of the fold change in gene expression was used
for analysis. Minimal threshold level of detection was set as
30 Ct and the expression threshold values (Et) was calcu-
lated by linearly transforming the data so that minimal Et is
zero (30-Ct). Mean Et value was calculated between tech-
nical duplicates. Any average value with Et difference
greater than 2 between duplicates was removed from the
analysis. In order to calibrate the system and validate our
primers, we used samples of the calcifying E. huxleyi RCC
1216 strain, this host cells were either uninfected or infected
with EhV201 or EhV86 for 48 h. These RNA samples were
used to validate the robustness of the Biomark HD tech-
nology, and to examine the efficiency of the primers as well
as positive controls for the samples from natural popula-
tions. Accordingly, Et values for any primer sets (host
genes: Supplementary Table S4, or viral genes: Supple-
mentary Table S5) that did not yield positive amplification
in laboratory samples were removed from the analysis. Et
values were normalized by the volume of water sampled
during the cruise.

Statistical analysis

For hierarchical clustering with heat-map visualization,
normalized Et values were first standardized using z-score
function. The data was then analyzed and displayed using
the function clustrogram in MATLAB (MathWorks). Prin-
ciple component analysis was conducted on normalized Et
values using the principle component analysis (PCA)
function in MATLAB (MathWorks). Pearson’s linear cor-
relation, and Student's t test were performed, using
MATLAB (MathWorks). Multiple linear regression was
done using R, v. 3.4.1., with infection index or phase index
as the dependent variable, and with depth, RNA con-
centration, and ERCC spike Et value as the independent
variables. Box plots were produced using BoxPlotR web
tool (http://shiny.chemgrid.org/boxplotr/) [68].

Results and discussion

We aimed to follow active E. huxleyi–EhV interaction
during a natural algal bloom in the North Atlantic Ocean. In
situ data was obtained aboard the R/V Knorr as part of the
“North Atlantic Virus Infection of Coccolithophore Expe-
dition” (NAVICE; KN207-03, http://www.bco-dmo.org/
project/2136; Fig. 1a, b). We followed a patch of an E.
huxleyi bloom occupying an eddy by satellite imagery of
PIC (Fig. 1c) and chlorophyll (Fig. 1d), features that are
typically used as specific proxies for detection of cocco-
lithophore blooms by remote sensing [11, 42–45]. These
large scale signatures were coupled to micro-scale mea-
surement of abundance of calcifying coccolithophore cells
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based on flow cytometry analysis (Supplementary Fig. S2).
In order to plot the spatial distribution of in situ parameters
we aligned all sample sites within the eddy to a section
through its center (Fig. 1b; red dashed line). To define the
eddy’s physical boundaries we examined the water tem-
perature profiles that showed a difference between the core
and periphery of the eddy. Namely, cooler water was
detected below the surface water layer in the core of the
eddy (Supplementary Fig. S1a, c). This physical property
(Supplementary Fig. S1a–d), combined with the clockwise
rotation of the eddy [46] suggested the occurrence of an
anticyclonic mode-water eddy. This physical condition was
previously shown to provide a flux of nutrients that are
essential for the stimulation of algal blooms [47, 48].

The abundance of calcifying cells in the eddy reached a
maximal density of ~3300 cells mL−1 which is similar to
previous studies of E. huxleyi blooms in the North Atlantic
[19, 49–51]. Maximal calcifying cells abundance differed in
its depth between the core and periphery of the eddy and
was situated at ~15 and ~30 m, respectively (Fig. 2a). This
pattern coincided with the distribution of physical para-
meters of the water within the eddy (Supplementary Fig.
S1) and corresponds to a known feature of E. huxleyi
blooms whereby algal cells occupy the surface mixed layer,
above the pycnocline (the depth of maximum gradient in
water density), usually not deeper than 30 m [45, 49, 50, 52,
53]. As a complementary approach, we quantified the
relative abundance of E. huxleyi using qPCR using E.
huxleyi specific primers for COX3 gene (Fig. 2b). This
analysis corresponded with the abundance pattern of calci-
fying cells determined by flow cytometry and confirmed
that E. huxleyi was present in the bloom. The qPCR analysis
also revealed high abundance of E. huxleyi DNA deeper in
the water column than was detected by the flow cytometry
analysis (Fig. 2a, b).

In order to quantify EhV abundance we first applied an
established methods for quantifying abundance of free vir-
ions in the water by flow cytometry [54] and qPCR [24].
Nevertheless, both methods were unable to detect viral
abundance in most of the samples throughout the NAVICE
cruise, even when water samples were concentrated
between 100–500 times. To overcome this, we quantified
viral DNA copy number derived from bloom-biomass col-
lected from several liters of water. Quantification of
biomass-associated viral DNA showed that EhV was most
abundant in the eddy periphery, reaching concentrations of
~1.6× 105 viral DNA copies mL−1 (Fig. 2c), similar to the
viral concentrations found in the Western English Channel
[19]. The maximal abundance of EhV in the core of the
eddy was two orders of magnitude lower than in the per-
iphery, reaching 1.3× 103 viral DNA copies mL−1

(Fig. 2c). Using biomass-associated viral DNA we could
increase detection sensitivity, but lacked the ability to

discriminate between free virions, viral DNA within infec-
ted cells or viruses attached to cells. In order to detect active
viral infection within infected cells (virocell) we used host
and virus gene expression profiling. We quantified the level
of expression of 47 E. huxleyi and 25 EhV genes in biomass
collected throughout the bloom by high-throughput qPCR
(Materials and methods). Specific genes were chosen based
on previous culture-based transcriptomic studies that
examined E. huxleyi–EhV interactions during different
phases [23, 24]. We examined the expression levels of
specific host genes involved in diverse metabolic pathways
that were essential for optimal EhV infection, such as
reactive oxygen species (ROS), sphingolipids, triacylgly-
cerols, and autophagy [24, 26–29]. Viral genes were chosen
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according to their temporal expression pattern during dif-
ferent phases of infection (early, mid, and late. Supple-
mentary Table S3, [23, 24]).

Hierarchical clustering of the 37 environmental samples
(Supplementary Table S1 for sample description) according
to their expression profiles of viral genes divided the sam-
ples into two main clusters. A cluster of 14 samples in
which most of the viral genes were expressed, and a second

cluster of 23 samples where only few were expressed
(Fig. 3a). In order to reduce the high complexity and multi-
dimensionality of the gene expression data we performed a
PCA (Fig. 3b). The coefficient values of the first component
(PC1, Fig. 3c), namely, the correlation between each gene
expression profile and the PC1 score values, indicated that
all viral gene expression profiles contributed positively to
PC1. PC1 was also highly correlated to the mean viral gene
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expression in all samples (Supplementary Fig. S4, r= 0.92,
p= 4.37×10−11 by Pearson linear correlation). Accord-
ingly, we used the score value of PC1 as a novel index for
the level of expression of viral genes in each sample, and
termed it “infection index”. This new proxy for viral
infection retained the separation of the samples into two
clusters as seen in the hierarchical clustering (Fig. 3a, b, red
“x” symbol and blue “+” symbol).

The coefficient values of the second component (PC2) for
each gene expression profile (Fig. 3c) correlated with the
phase of viral infection as determined based on the expres-
sion profiles of early, mid and late viral genes [23, 24]
(Supplementary Fig. S5, difference between early and late
tested using Student's t test, p= 0.05). Accordingly, genes
with higher coefficient values of PC2 are more likely to be
expressed at late stages of infection. We used the score
values of PC2 to categorize between samples that exhibited
expression signatures typical to either early, mid or late
stages of infection, and termed it “phase index”. Interestingly,
the phase index was more variable within samples with low
infection index (red “x” symbols in Fig. 3b), while in samples
with high infection index (blue “+” symbols in Fig. 3b) the
distribution of the phase index (PC2) was narrower. This
suggests that it may be possible to resolve the distinct phases
of viral infection with more sensitivity in samples with low
infection index (e.g., low extent of infection in the cells
population).

We further applied our newly developed viral infection
indices for detection of active infection and examined its
spatial distribution in our study site. We detected high levels
of active infection in the periphery of the eddy (Fig. 4a). In
the core of the eddy this index exposed two hotspots of
active infection which were not apparent by using quanti-
fication of viral DNA (Fig. 2c). Interestingly, high E. hux-
leyi abundance, (determined by flow cytometry, Fig. 2a),
did not coincide with high active viral infection (infection
index, Fig. 4a). Active viral infection was more prominent
in deeper depths, where E. huxleyi abundance seems to be
low. Since flow cytometry can discriminate only calcifying
single cells, it excludes naked (non-calcifying) cells and
cell’s aggregates from the analysis. Examination of the E.
huxleyi DNA relative abundance (Fig. 2b) and the expres-
sion levels of E. huxleyi genes (Supplementary Fig. S6)
revealed significant signals below the pycnocline, where the
concentration of free calcifying single cells was low
(Fig. 2a). Intriguingly, both the infection index (Fig. 4a) and
the phase index (Fig. 4b) correlated with depth (r= 0.35, p
= 0.032 and r= 0.38, p= 0.02, respectively by Pearson
linear correlations, Fig. 4c, d). Taken together, these
observed patterns suggest that infected cells from surface
areas may be exported to the depths by an active virus-
induced aggregation and sinking mechanism in infected
population.

In order to validate that the correlation between depth
and infection indices was not derived from variability in
other parameters that could influence gene expression ana-
lysis (e.g., RNA concentrations), we conducted a multiple
linear regression model. Infection index or phase index
were used as the dependent variables and depth, RNA
concentration, and ERCC RNA spike Et value (Material and
methods) as the independent variables. RNA concentration
and ERCC spike effects were not significant and were
therefore removed from the models, leaving only depth as
the significant factor (F1,28= 4.97, p= 0.034 for infection
index and F1,28= 5.26, p= 0.030 for phase index).

To detect in situ host response to viral infection, we
calculated the correlations between the infection index and
the respective expression of E. huxleyi genes in all samples.
Ten E. huxleyi metabolic genes showed significant corre-
lation to the viral infection index (r> 0.3, p< 0.05 by
Pearson’s linear correlation, Table 1). Most genes were
related to life cycle, metabolism of ROS and sphingolipids
which are strongly remodeled during viral takeover of the
virocell [24, 26, 28, 29]. This analysis demonstrates a virus-
induced modulation of host metabolism under natural
bloom conditions.

By investigating host–virus micro-scale interactions
within the bloom, we aimed to shed light on the biogeo-
chemical impact of viral infection. Viral infection of
E. huxleyi was recently reported to induce production of
transparent exopolymer particles (TEP) which may poten-
tially modulate the stickiness of cells and hence their ability
to aggregate and, consequently, affect carbon export [22,
55]. With estimated density lower than 0.85 g cm−3 TEP is
considered to contribute to particle ascending velocity, and
not to sinking [56]. Nevertheless, TEP was suggested to be
important factor promoting the high carbon export rate
measured during E. huxleyi blooms [57, 58]. E. huxleyi cells
are decorated by biogenic minerals (CaCO3 in the cocco-
liths) that could contribute the missing ballast for the
initiation of sinking [59–61]. Recent evidence from the
Tara-Ocean global survey has directly linked enhanced
carbon flux with specific plankton communities and cya-
nophages groups [62]. Additionally, increased sinking rates
were reported for the alga Heterosigma akashiwo under-
going viral infection [63]. Moreover, 7000 years old EhV
DNA was retrieved from the sediments in the black sea,
indicating an effective export mechanism of viruses from
the surface bloom [33]. Accordingly, we propose that
aggregation and sinking of infected cells may be the
mechanism explaining the high active infection below the
pycnocline as presented here (Fig. 4). Co-expression of host
and virus genes below the surface layer (Fig. 4 and Table 1)
corroborated the finding that intact coccolith-bearing cells,
rather than free coccoliths, are the main contributors to PIC
export bellow the mixed layer [64]. Therefore, sensitive
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detection of early stages of active viral infection could
potentially predict the occurrence of high carbon flux.
Indeed, carbon flux at 50 m, from the same E. huxleyi patch,
which we examined in this this study, reached above 350
mg −2 per day (249 and 109 mg Cm−2 per day for POC and
PIC, respectively). The highest along the entire NAVICE
cruise track [65]. This carbon flux measurement was within
the range of carbon export measured previously for E.
huxleyi blooms in the North Atlantic [61].

Despite the acknowledgment that marine viruses have a
huge ecological importance in shaping metabolic fluxes in
the marine environment, the ability to accurately assess their
ecological impact is still challenging. Current approaches in
aquatic virology are mainly virocentric, focusing on quanti-
fication of viral abundance [20, 32–35], diversity [19, 21]
and global distribution using ecogenomics approaches [36–
38, 66]. However, it is necessary to develop sensitive tools to
assess the activity and dynamics of infected cells (virocells),
in order to achieve insights into the impact of viruses on
marine microbial food webs. We propose that quantification
of host and virus transcriptomic signatures allows sensitive
tracking of the state of viral infection and serves as a com-
plementary approach to the classical methods. As we
demonstrated here, this approach allows us to detect active
infection below the pycnocline which is typically undetect-
able due to low virion concentrations. This approach can
specifically identify the state of the virocell including
detection of early phases of infection. Other approaches, such
as quantification of specific viral derived metabolites (e.g.,
viral glycosphingolipids-vGSL for detection of EhV) provide
detection of the later phases of infection, in which intracel-
lular concentrations reach detectable levels. These specific
metabolites can act as biomarkers for in situ monitoring of
active viral infection [22, 31]. vGSL is also a major com-
ponent of the virion membranes [26, 31], its quantification
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Fig. 4 Mapping active viral infection based on novel gene expression
indices Section distance of the eddy (Fig. 1b, dashed red line) and
depth distributions of a infection index, b phase index in biomass
samples collected during NAVICE. Black dots indicate sampling

points. Figure panels were prepared using Ocean Data View (ODV)
version 4.7.7, [67]. Scatter plots indicating the correlation between
depth and c infection index or d phase index (r= 0.35, p= 0.032 and
r= 0.38, p= 0.02, respectively, by Pearson linear correlation)

Table 1 Correlation between expression of E. huxleyi metabolic genes
and viral infection index

Gene a rb p valueb

DGAT2 0.54 0.001

CerS 0.43 0.008

S1PP 0.42 0.010

NiSod2 0.41 0.011

NiSod1 0.41 0.011

ceramidase3 0.40 0.014

3KSR 0.39 0.017

DSP 0.38 0.021

GST2 0.35 0.034

FLAG11 0.34 0.041

aGenes listed in Supplementary Table S3. br and p value calculated by
Pearson’s linear correlation
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will also correspond to the level of virion abundance and not
only to infected cells.

To conclude, the ability to track and quantify defined
phases of infection by host and virus gene co-expression,
coupled with enumeration of free virions, greatly facilitates
the quantification of active viral infection in the ocean. This
approach opens new avenues to assess the dynamics of
infection and its impact on the surrounding micro-
environment and macro-environment. Together with recent
efforts to map viral diversity on a global scale, future studies
will enable better assessment of the impact of viral infection
on microbial food webs and, consequently, the flux of carbon
in the marine environment.
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